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AIware is a system that integrates different components, 

including (but not limited to) FMs, retrievers, databases, and 

external tools to tackle AI tasks effectively
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Poor-quality AIware leads reputational 
harm and financial losses

Google chief admits ‘biased’ AI 

tool’s photo diversity offended 

users.

Air Canada responsible for errors 

by website chatbot after B.C. 

customer denied retroactive 

discount.
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Environmental, social and governance 
risks in AIware

Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Evaluation is the key hurdle in AIware
development
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Good evals are very difficult to build

“This is because good evals are very difficult to build at 

Tesla I probably spent 1/3 of my time on data, 1/3 on 

evals, and 1/3 on everything else. They have to be 

comprehensive, representative, of high quality, and measure 

gradient signal (i.e. not too easy, not too hard), and there are 

a lot of details to think through and get right before your 

qualitative and quantitative assessments line up.

…

Anyway, good evals are unintuitively difficult, highly 

work-intensive, but quite important, so I'm happy to see 

more organizations join the effort to do it well.”

https://x.com/karpathy/status/1795873666481402010

Andrej Karpathy
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Many moving parts and moving goals
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What subject to evaluate?

• FMs evaluation: The process of assessing the performance 

and capabilities of FMs. This entails testing these models 

across various tasks, datasets and metrics to gauge their 

effectiveness. 

• AIware evaluation: The comprehensive assessment of the 

end-to-end performance of AIware to provide insights. This 

involves evaluating the entire system built around FMs, 

including aspects like scalability, security, and integration with 

other components such as APIs or databases.
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Terminologies

• Evaluation (evals)

• Testing

• Benchmarking 

• Datasets 

• Guardrails
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Evaluation (Evals)

Definition: Evaluation refers to the overall process of assessing an 

FM or an AIware’s performance, reliability, and alignment with 

intended goals. Evaluation includes assessing response quality, 

accuracy, safety, bias, and other metrics based on various criteria.

Mix-Used Terms:

• Evaluation often encompasses testing, benchmarking, and 

guardrails.

• Evaluation metrics can sometimes refer to specific benchmarks or 

datasets used to gauge performance on particular tasks.
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Testing

Definition: Testing is the process of examining the functionality and 

behavior of an FM or AIware in a controlled setting. It usually occurs in 

both development and pre-deployment phases to ensure FMs’ and 

AIware’s robustness, safety, and performance alignment with 

expected results. 

Mix-Used Terms:

• Testing can be seen as part of evaluation but is usually narrower in 

scope, focusing on specific behaviors or edge cases.

• Often confused with guardrails, as certain safety tests function to 

“guard” the system against unacceptable behavior.
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Benchmarking

Definition: Benchmarking refers to comparing an FM or AIware

against standardized tasks or other models to evaluate its 

performance. Benchmarks establish baseline metrics for various tasks 

like text classification, summarization, or toxicity detection, enabling 

comparisons across models and AIware systems.

Mix-Used Terms:

• Benchmark is sometimes used interchangeably with dataset, as 

benchmarks are often a combination of dataset + evaluation metrics.

• Sometimes referred to as evaluation benchmarks, as they both 

measure and establish expected performance standards.
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Datasets

Definition: Datasets are collections of text data used to train, fine-tune, or 

evaluate FMs and AIware. Eval datasets include examples tailored for specific 

tasks (e.g., question-answer pairs, summarization tasks) that test model 

performance in a standardized way. Some datasets, when used for evaluation 

purposes, become known as “benchmarks” due to their established metrics 

and standards.

Mix-Used Terms:

• Datasets and benchmarks are often used interchangeably when referring to data 

used for evaluation.

• For example, MMLU, a benchmark for multi-task language understanding, 

provides a comprehensive suite of tasks to assess the performance of FMs across 

different domains.
Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Guardrails

Definition: Guardrails are mechanisms or constraints designed to 

keep the FM’s output safe, relevant, and aligned with ethical or 

operational standards. They can include rule-based filters, safety 

checks, or policy-driven response restrictions that prevent unsafe or 

biased responses.

Mix-Used Terms:

• Guardrails are sometimes equated with testing for safety or bias, as the 

process of testing for safety may resemble a guardrail mechanism.

• In certain scenarios, guardrails are also conflated with evaluation constraints 

focused on output acceptability.
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Summary of Mix-Used Terms

Term Mix-ups

Evaluation (eval) Encompasses testing, benchmarking, and guardrails.

Testing Often overlaps with guardrails when assessing safety criteria.

Benchmarking Can refer to specific datasets with performance metrics.

Datasets Often used interchangeably with benchmarks for eval purposes.

Guardrails Overlaps with testing when focusing on preventing risky output.
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Ensures AIware perform as expected

• Identifies and rectifies errors or inefficiencies: continuously monitors and 

detects errors or inefficiencies within AI systems, allowing for timely 

interventions and improvements.

• Maintains high standards of performance: ensures that the AI system 

consistently meets performance benchmarks and operates at optimal levels.

• Debugs issues: Involves thorough logging and inspecting of data 

to diagnose and resolve issues effectively.

• Changes behavior or the system: Implements modifications to 

the system through prompt engineering, fine-tuning, and writing 

code to adapt to new requirements or improve performance.
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• User satisfaction is paramount.

• Consistent, high-quality output builds trust.

• Reliable AIware enhances user experience.

Maintaining user trust and satisfaction

• Tasks

• Datasets 

• Testing strategies

• Approach & 

methods

Planning
Design & 
creation

Execution
Result 

collection
Closure

• Goals

• Requirements

• Criteria

• Test case 

execution

• Trace & logging

• Result analysis

• Interpretation

• Record scores

• Feedback
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Iterating Quickly == Success

• Robust evals are crucial for the 

success of AIware because they 

provide a structured way to measure 

and understand the performance of 

AIware, enabling rapid iteration and 

improvement.

• Regularly updating tests and 

leveraging human feedback ensures 

the AIware evolves and improves 

over time. By adapting to new data 

and incorporating human insights, 

these updates help in refining the 

AIware iteratively.
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Common text generation tasks

• Summary task: Generate concise 

summaries of longer texts. 

• Machine translation task: Evaluate FMs’ 

ability to translate text between languages.

• Question answering (QA) task: Answer 

questions based on context or knowledge.

• Dialogue generation task: Generate 

contextually coherent responses in 

conversational settings.
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Common text generation tasks

• Text Classification Task: Categorize input 

text into predefined classes or labels.

• Sentiment analysis: Determining whether a text 

expresses positive, negative, or neutral sentiment.

• Topic classification: Assigning topics to documents, 

such as news articles or research papers.

• Spam detection: Identifying and filtering out spam 

emails or messages.

• Named Entity Recognition (NER) Task: 

Identify and classify entities (e.g., names, 

dates, locations) in text.

• Language Modeling Task: Assess how 

well FMs predict the next word in a 

sequence.
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Code generation task

Automatically create code snippets or complete programs based on natural 

language descriptions or specific prompts. Streamlines software development 

by automating code creation, saving time, and reducing the potential for human 

error. Enhances productivity and enables rapid prototyping.

• Automated code completion: Enhancing 

developer productivity by predicting and 

completing code.

• Code snippet generation: Quickly generating 

common code patterns or functions.

• Full program generation: Building entire 

applications from detailed specifications.
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Safety and ethical compliance tasks

Biases

Biased or unfair 

language across different 

demographic groups
Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Mitigating biases and ethical considerations

• Types of Bias:

• Gender Bias: associating specific roles or characteristics with a particular 

gender, e.g., assuming a doctor is male and a nurse is female.

• Racial Bias: producing discriminatory or harmful results when processing 

names or terms associated with certain races or ethnicities.

• Cultural Bias: reflecting a preference for cultural norms or references that 

are more prevalent in the data used to train the model.

• Legal aspects:

• Data Leakage: accidentally revealing sensitive information due to insufficient 

anonymization or data handling practices.

• Training on Public Data: even when using publicly available data, personal 

information may remain hidden within the training set, posing a privacy risk.
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Reliability tasks

• Hallucination: Tests the model’s accuracy and 

tendency to generate factually incorrect or fabricated 

information, especially in tasks that require a high 

degree of factual grounding.

• Consistency: Evaluates the model's ability to produce 

stable responses to similar queries, ensuring 

repeatability and predictability in its outputs.
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Datasets for evaluation

Description Advantages Challenges

Human 

curation

Manually selected and 

annotated datasets 

tailored for specific 

tasks.

➢ High accuracy and 

relevance.

➢ Customizable to specific 

needs.

➢ Time-consuming and labor-

intensive.

➢ Potential for human biases.

Synthetic Data generated algorith

mically to simulate real-

world scenarios. Fills 

gaps where real data is 

scarce or sensitive.

➢ Scalable and can cover a 

wide range of scenarios.

➢ Reduces reliance on 

potentially sensitive or 

private data.

➢ May lack the complexity and 

nuance of real data.

➢ Quality depends on the 

generation algorithm.

Existing data 

(benchmarks)

Utilizing pre-existing 

datasets available from 

various sources.

➢ Readily available and often 

comprehensive.

➢ Cost-effective as no 

additional annotation is 

required.

➢ May not align perfectly with 

specific evaluation needs.

➢ Quality and relevance can 

vary.

➢ Hard to keep out-to-date.
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Testing strategies

Traditional Software AIware

Unit Tests

Tests individual functions or modules to 

ensure they produce correct, expected 

outputs for given inputs. Primarily focuses 

on exact match correctness.

Tests specific prompts or components (e.g., 

tokenization, generation functions). May need to 

validate outputs that are fuzzy or context-

dependent, where there may be multiple correct 

answers.

Regression Tests
Ensures that new updates do not break or 

alter existing features. Checks that 

previously passing tests still pass.

Ensures that updates (e.g., fine-tuning) do not 

degrade model performance across a set of 

prompts. May involve benchmarking against 

older versions to track shifts in behavior or 

performance.

Backtesting

Used primarily in financial or algorithmic 

systems to check how algorithms perform 

on historical data. Assesses if strategies 

would have worked in the past.

Can be used to check how models perform on 

previous datasets or use cases, particularly 

after updates. Allows teams to understand 

changes in response quality or improvements 

over time based on past interactions or 

benchmark datasets.
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Key differences in testing

Traditional Software AIware

Generally deterministic, making it easier to 

create exact-match test cases.

Probabilistic and generate varied outputs, 

requiring more nuanced evaluation metrics.

Traditional regression testing is about ensuring 

no code breakage, i.e., static.

AIware testing is about evaluating its performance 

for consistency across updates, balancing 

improvements without regressions in other areas, 

i.e., adaptive.

Determine the testing result quantitatively based 

on automated tests with clear pass/fail outcomes.

Focus on qualitative aspects in specific contexts,

such as whether the response is contextually 

appropriate or deviates from the input query, often 

involving human evaluation.
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Error analysis and debugging

• Analyze failure cases and find error patterns and failure modes, e.g., 

functional issues, task-specific errors.

• Debugging the patterns and failure modes and identify the root cause. 

• A/B testing: Compare responses across different versions or prompts to understand 

discrepancies.

• Fine-grained data examination: Tag and analyze specific error types within sample 

outputs to look for error patterns in response relevance, tone, or factuality.

• Fix the bug

• Validate changes with targeted testing

Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Example: debugging an RAG-powered app

RAG performs optimally when the necessary information is easily accessible. 

The availability of relevant documents directs RAG system evaluations toward 

two crucial facets:

• Retrieval: assesses the quality 

(e.g., accuracy and relevance) of 

the retrieved documents.

• Generation: gauges the suitability 

of the generated response given 

the provided context.

https://arxiv.org/pdf/2309.15217 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Metrics for debugging

Description Metrics

Groundedness or 

faithfulness

The degree to which the response of 

AIWare adheres to the retrieved context.

Binary classification: Faithful  or unfaithful

Context relevance Assesses the relevance of the retrieved 

context in addressing the user’s query.

Binary classification: Relevant or irrelevant

Ranking metrics: Mean Reciprocal Rank (MRR), Precision@K, 

Mean Average Precision (MAP), Hit Rate, Normalized 

Discounted Cumulative Gain (NDCG)

• Retrieval evaluation metrics

Description Metrics

Diversity How well the LLM adapts to different contexts and types of 

queries, showing its versatility

Fluency, Perplexity, ROUGE scores

Answer relevance Gauges how relevant the generated response is to the 

user’s query.

Binary classification: Relevant/Irrelevant

QA correctness Detects whether a question was correctly answered by the 

system based on the retrieved data

Binary classification: Correct/Incorrect

Hallucinations To detect LLM hallucinations relative to retrieved context Binary classification: Factual/Hallucinated

Toxicity Used to identify if the AI response is racist, biased, or toxic Disparity Analysis, Fairness Scoring, Binary 

classification: Non-Toxic/Toxic

• Generation evaluation metrics
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Are these metrics enough? Where is the 
bug? 
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Human evaluation

To assess the performance and quality of FM-generated outputs by 

leveraging human judgment and expertise. Human evaluators provide 

nuanced feedback that automated metrics often miss, ensuring 

comprehensive and accurate assessments.

input ExpertsoutputAIware

Looks good

Looks bad
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Common evaluation methods

• Reference-based:

• Compares generated responses to predefined "gold standard" or reference responses.

• Examples: Machine translation and summarization tasks.

• Reference-free:

• Evaluates the output without predefined references, relying on human knowledge.

• Examples: Useful in tasks where reference responses are not available or not feasible to 

create, such as dialogue generation and creative text generation.

• Pairwise comparison:

• Involve comparing pairs of outputs to determine which one is better according to certain 

criteria.

• Examples: Subjective tasks like creative text generation, evaluating different story endings, or 

comparing responses in dialogue systems.

Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Reference-based vs. reference-free vs. 
pairwise comparison

Methods Advantages Challenges

Reference-based ➢ Provides clear benchmarks for 

comparison.

➢ Ensures consistency in evaluations.

➢ Hard to create gold standards for certain tasks 

(e.g., language understanding and question 

answering).

➢ Limited to the predefined benchmarks.

Reference-free ➢ Flexibility in evaluation without needing a 

reference corpus.

➢ Can adapt to new and evolving tasks.

➢ Potentially less objective without a standard for 

comparison.

➢ Can be challenging to establish consistent criteria.

Pairwise 

comparison

➢ Helps capture nuanced preferences and 

subtle differences.

➢ Useful for tasks with subjective quality 

measures.

➢ Requires a large number of comparisons for 

robust evaluation

➢ Subject to evaluator bias and variability.
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Casual evaluation – vibe checks

Vibe-checks involve manual evaluations conducted by individuals on undisclosed prompts to get an overall 

sense of how well models perform across various use cases, from coding to the quality of content. These 

evaluations are often shared on platforms like Twitter and Reddit. Although they largely provide anecdotal 

evidence and are sensitive to confirmation bias (people tend to find what they are looking for), they can serve as 

a valuable starting point for assessing your own use cases.

Pros:

• Lower Cost: Relies on the goodwill of the crowd, reducing evaluation expenses.

• Edge Case Discovery: Users’ creativity in an unbounded manner can uncover interesting edge cases. 

Cons:

• High Subjectivity: It is challenging to enforce consistent grading from a diverse group using broad guidelines. Annotators’ p
references can be culturally bound. However, the "wisdom of the crowd" effect can smooth over these inconsistencies.

• Unrepresentative Preference Ranking: Tech-savvy young men, who are over-represented on many online platforms can 
skew preferences, leading to mismatches with the general population’s interests. 

• Easy to Game: Unfiltered crowdsourced annotators can easily be manipulated by third parties to inflate the scores of specifi
c models, particularly when those models have distinctive writing styles.

https://olshansky.substack.com/p/vibe-checks-are-all-you-need Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Automatic evaluation

The use of predefined algorithms and metrics to assess the 

performance of FMs without human intervention. This approach 

provides standardized, repeatable, and scalable assessments by 

quantifying model performance against established benchmarks and 

criteria. Automatic evaluation methods are crucial for ensuring 

consistency and efficiency in model evaluations, enabling 

comparisons across different models and tasks.

• Benchmarking

• Automatic metrics
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Benchmarking

Benchmarking AIware output

To provide a standardized way to measure and compare the performance of FMs 

and other AIware against predefined benchmarks. Benchmarking ensures consistent 

evaluation across different models, facilitating the identification of the best-

performing models and driving improvements in AIware.

Leaderboard
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Common benchmarks
• MMLU - Multitask accuracy.

• GPQA - Reasoning capabilities.

• HumanEval - Python coding 
tasks.

• MATH - Math problems with 7 
difficulty levels.

• BFCL - The ability of the model 
to call functions/tools.

• MGSM - Multilingual capabilities.

• MBPP – Basic Python coding 
tasks.

• SWE-bench – Coding tasks.

• SWAG - Situational 
commonsense reasoning.

• ARC - Grade-school science 
reasoning.

• GLUE - Overall language 
understanding.

• Natural Questions - Real-world 
question answering.

• LAMBADA - Long-range narrative 
comprehension.

• HellaSwag - Natural language 
inference.

• BigBench - Broad language 
understanding.

• TruthfulQA - Factual response 
accuracy.

• Chatbot Arena - Human-centric 
output comparison.

• SQuAD - Reading 
comprehension test.

• CoQA - Conversational question 
answering.

• MRPC - Paraphrase 
identification.

• WNLI - Winograd schema 
challenge.

• QQP - Duplicate question 
detection.

• PIQA - Physical commonsense 
reasoning.

• ReClor - Logical reasoning.
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FM Leaderboards or 
Arenas

https://arxiv.org/pdf/2407.04065

Leaderboards: Centralized platforms that track and rank FMs 

based on various performance metrics. They help software 

engineering teams compare and select the best models for specific 

tasks.

Operational Workflows: Leaderboards operate through complex 

workflows to ensure continuous and reliable updates.

Evaluation 

extraction
Evaluation 

submission
Record 

integration

65.9%

Leaderboards
Model 

submission
Model 

inference

Prediction 

extraction

Record 

integration

33.4%
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Automatic Metrics

To provide standardized, quantitative measures for evaluating the performance 

of AIware. Automatic metrics offer an objective and scalable way to assess the 

quality of generated content, making the evaluation process more efficient and 

reliable. These metrics are algorithmic methods used to evaluate various 

aspects of AIware:

• Text generation: BLEU, ROUGE, METEOR, CIDEr, SPIC, etc

• Model performance: Perplexity, BERTScore, GLEU, accuracy, precision, 

etc

• Task-specific: WER, CER, MRR, Accuracy, F1, etc
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BLEU (Bilingual Evaluation Understudy)

The BLEU score calculation revolves around n-grams, contiguous 

sequences of words or tokens from a given text. These n-grams help 

compare the AIware-generated text with the reference text by checking for 

matches at different levels:

• Unigrams (1-gram): Single words (e.g., “the”, “cat”).

• Bigrams (2-gram): Pairs of consecutive words (e.g., “the cat”).

• Trigrams (3-gram): Three consecutive words (e.g., “the cat sat”).

• 4-grams: Four consecutive words (e.g., “the cat sat on”).

By examining these n-grams, BLEU assesses the number of sequences of words from the 

machine-generated translation that appear in the reference translations.
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Perplexity

The best language model is one that best predicts an unseen test set.

Given the highest P(sentence),

Perplexity is the inverse probability of the test set, normalized by 
the number of words.

Chain rule:

For bigrams:
Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Human evaluation vs. benchmarking 
vs. automatic metrics

Advantages Challenges

Human evaluation ➢ Provide nuanced, expert feedback that 

automated metrics might miss.

➢ Comprehensive and context-aware 

assessment.

➢ Time-consuming and labor-intensive.

➢ Subjective and may lack consistency.

Benchmarking ➢ Standardized way to measure and 

compare performance

➢ Ensure consistency across different 

models.

➢ Facilitates identification of top-

performing models and drive 

improvements.

➢ May not cover all aspects of model 

performance.

➢ Become outdated when the FM field and 

AIware evolve.

➢ Limited scopes to predefined benchmarks.

Automatic metrics ➢ Objective and scalable.

➢ Efficient and reliable for large-scale 

evaluations.

➢ Provide quantitative measures of 

performance.

➢ May miss nuanced aspects of performance.

➢ Can be gamed or optimized for specific 

metrics.

➢ May not reflect real-world applicability.
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AI-as-a-judge

AI-as-a-Judge automates the evaluation process, leveraging FMs to 

efficiently and consistently assess AIware, reducing manual effort and 

ensuring high quality. While human evaluations offer deep understanding, 

they are costly and slow, and automated metrics struggle with complex, 

open-ended tasks.
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AI-as-a-judge

AI-as-a-Judge automates the evaluation process, leveraging FMs to 

efficiently and consistently assess AIware, reducing manual effort and 

ensuring high quality. While human evaluations offer deep understanding, 

they are costly and slow, and automated metrics struggle with complex, 

open-ended tasks.

• Reference-Based:
Compares generated responses to predefined "gold standard" or reference responses.

• Reference-Free:
Evaluates the output without predefined references, relying on internal metrics or 

model knowledge.

• Pairwise Comparison:
Involve comparing pairs of outputs to determine which one is better according to 

certain criteria.

Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



G-Eval

• A framework of using FMs with CoT
to detailed evaluation steps. 
Focused on text summarization and 
dialogue generation.

• Calculate the final score by 
probability-weighted summation.

• Face difficulty in tracking the 
evaluation steps generated by CoT.

• Require manually effort on the 
creation and maintenance of 
prompts and eval criteria.

https://arxiv.org/pdf/2303.16634 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Easy to derive new metrics

• Answer relevancy: determine whether an AIware’s output is able to address the given input in 

an informative and concise manner.

• Correctness: determine whether an AIware’s output is factually correct based on some ground 

truth.

• Hallucination: determine whether an AIware’s output contains fake or made-up information.

• Contextual relevancy: determines whether the retriever in a RAG-based AIware is able to 

extract the most relevant information for the embeded FM as context.

• Responsible metrics: includes metrics such as bias and toxicity, which determines whether an 

AIware’s output contains (generally) harmful and offensive content.

• Task-specific metrics: Includes metrics such as summarization, which usually contains a 

custom criteria depending on the use-case.
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Fine-tuned a specialized FM as judge

• Cappy is a lightweight pretrained scorer with 

360 million parameters that can work 

independently or alongside LLMs to improve 

their performance on classification tasks 

and complex tasks.

• Cappy outperforms much larger LLMs 

(e.g., BART0-140M/400M, OPT-30B/175B) 

on language understanding tasks and 

boosts the performance of FLAN-T5 on 

complex tasks from BIG-Bench.

https://arxiv.org/abs/2311.06720

▪ Prometheus achieves a Pearson 

correlation of 0.897 with human 

evaluators and has a significant gap 

with GPT-3.5-Turbo (0.392), though 

similar to GPT-4 (0.882)

https://arxiv.org/abs/2310.08491 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



FMs are biased

• Position bias: It occurs when the FM shows a preference for the 1st answer or 

option presented, even if better alternatives exist. This bias stems from the 

training data and model architecture.

• Verbosity bias: It happens when the FM tends to produce unnecessarily lengthy 

responses. This can be due to the model's training on verbose data or its 

generation algorithm. 

Describe the process of photosynthesis.
Short and 

concise

Human FM

Position bias Verbosity bias
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Social biases and metrics for detection

https://arxiv.org/pdf/2309.00770 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



▪ Incorrect rational for scoring:

▪ Fooled by references, well-written 

and/or simple phrases

▪ Biases:

▪ Self-enhancement bias

▪ Skew distributions

▪ Non-transitive scoring:

▪ “if A is better than B and B is better than 

C, then A is better than C” doesn’t hold.

▪ Instability of scoring:

▪ Inconsistent scores in the evolution of 

AIware

▪ Inconsistent scores across AI judges

▪ Whether eval requirements aligns with 

human expectations:

▪ Misalignment between AI evaluation and 

human evaluation, due to suboptimal 

judging prompts.

▪ Limited granular scoring:

▪ Lack of an iterative criteria-scoring 

system.

▪ Scoring categorization and sub-scores, 

e.g., from binary (e.g., T/F) to a range of 

scores, multi- and/or sub-dimensions.

▪ High cost for evaluated test 

outputs: 

▪ Limited ability to simultaneous multi-

score.

▪ Lack of identifying required 

regression eval datasets.

▪ Unjustified replacement of 

deterministic scoring (using an ai 

judge when not needed/warranted) 

▪ Long latency of AIware:

▪ Increase the latency of the inference 

time due to the number of calls to AI 

judges.

Productivity Efficiency Correctness

Challenges of ensuring high-quality 
judgements
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Example: commit message generation (CMG)

• Goal: Given a code diff, generate a commit message that 
describes the changes made in the diff. Evaluate the quality of 
the generated message.

• Requirement: Ensure the commit message reflects the 
changes made in a commit.
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Use clear and descriptive language to convey the purpose of the 

commit. Avoid jargon and ambiguous terms to ensure that anyone 

reading the message can understand the changes made.

Be descriptive and specific: 

1. Clearly describe what the commit does, focusing on its impact within 

the codebase. 2. Avoid vague messages like “fixed bugs” or “updated 

code”. 3. Avoid jargon that might not be universally understood…. 

The code diff is clear and seems to be 

well-commented, making it easier to 

understand the changes made.

results

replace

The commit message should be 

“clear and concise” to the 

changes made in a commit.
…
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More questions when defining eval 
criteria
• Commit message format

• Ex. “Add user authentication.” or “Added user authentication.”

• Why make the code change
• Ex. “Refactor to use list comprehensions for better performance.”

• Reference issues or tickets
• Ex. “Fixes #234 - Address division by zero error in data normalization.”

• Record dependency updates
• Ex. “Update `requests` library to version 2.26.0 to fix a security vulnerability.”

• Language specific standards
• Ex. “Refactor `FileHandler` to use `std::filesystem` (requires C++17).”

• Ex. “Upgrade to `.NET 6`. Updated `Startup.cs` and `Program.cs` to minimal hosting 
model.”
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Which jury FM to use? 

Leaderboard
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Cognitive architectures to address 
limitations for judging

https://arxiv.org/abs/2411.17793 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



• Transform evaluation requirements into 

generic principles that are outlined in a 

constitution, so these principles could be 

reused over time and potentially be 

shared across AI judge systems for similar 

Fmware. 

• Search for the most appropriate 

required components (e.g., cognitive 

architectures, jury FMs and their 

interactions) to construct a AI judge 

system.

Search-driven 
constitution-based 
framework

https://arxiv.org/abs/2411.17793 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



II. Specialization from general to the 

contextualized constitution: incorporate 

context-specific knowledge into the constitution, 

develop a new set of specific principles, and 

form a new constitution.

III. Searching for cognitive architectures using 

the contextualized constitution: facilitate the 

development of AI judge systems while 

ensuring the delivery of high-quality judgments 

through a search-based exploration.

IV. Evolving the judge: address flaws in the 

principles outlined in the general constitution 

that remain applicable over time. 

I. Creation of general constitution: transform 

the requirements into general and reusable 

guidelines.

Search-driven 
constitution-based 
framework
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Our framework leads to an increased 
productivity by facilitating the reuse of 
principles and reducing the development effort

• The majority (i.e., an average of 58%) of the 

general principles that are generated in Stage I 

are reused in the Stage II across the 5 

programming languages.

• The accuracy of the judgments made by the 

AI judge system developed with our proposed 

framework outperforms those made by the AI 

judge system developed without our proposed 

framework, by up to 6.2%.

https://arxiv.org/abs/2411.17793 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024
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Evals in Production vs. development

• In development, evals are highly controlled, iterative, and tailored to test 

specific model capabilities under various scenarios. The focus is on 

identifying model weaknesses, refining responses, and ensuring robustness 

before deployment. Metrics are often granular, targeting exact performance 

criteria, safety, and edge-case handling.

• In production, evals prioritize stability, reliability, and adaptability, as AIware

face real-world data and diverse user inputs. Here, logging, monitoring, and 

quick adaptability to user feedback are crucial. Real-time metrics become 

essential for measuring latency, user satisfaction, and maintaining model 

accuracy across a broad user base. Production evals must also prioritize 

user experience, real-time compliance, and cost-effective resource 

management.
Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Evals in development only accounts for a small 
percentage of use cases in production

• The percentage of Gen AI PoCs failing is 

as high as 80%–90%.

• Only 11% of enterprises had moved 

more than 25% of their GenAI initiatives 

into production.

https://www.linkedin.com/pulse/enterprise-use-case-specific-evaluation-llms-debmalya-biswas-21eze/

https://truera.com/llm-app-success-requires-llm-evaluations-and-llm-observability/

• One of the key reasons for this failure is a lack of a 

comprehensive LLM evaluation strategy for the PoCs, with 

targeted success metrics specific to the use-cases.
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Evals account for more cost than the 
AIware itself

• Latency : A majority of the evals use a FM graded approach to calculate 
the response or the retrieval metrics. This means that the evals are going 
to add latency to the generation pipeline. 

• Cost: Since the evals are FM graded, every eval that we use will leverage 
an LLM to calculate the score of the given metrics. That means additional 
cost of tokens for every response generated by the FM. The cost of 
generating a response, therefore, will almost be double or more with 
the use of evals. This may significantly reduce the value delivered by the 
RAG applications. 

• Consistency: Since the FM graded evaluation leverages FM, there is 
always a chance of inconsistent or hallucinated evaluation/scoring by the 
FMs. As I say, "hallucination" is a feature of FM. It is part of the design of 
the FMs. 

https://www.linkedin.com/pulse/challenges-llm-judge-rajib-deb-hvzoc/ Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024
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Reduce eval (benchmarking) cost 
without compromising reliability

https://arxiv.org/pdf/2308.11696 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



• Key ideas:

• Cascaded Selective Evaluation: Use cheaper 

models as initial judges and escalates to stronger 

judges only when necessary.

• Simulated Annotators: Simulate diverse annotator 

preferences through in-context learning, 

significantly improving judge calibration and 

enabling high coverage of evaluated instances.

• Simulated annotators reduces expected 

calibration error by 50%.

• Cheaper FMs (Mistral-7B and GPT-3.5-trubo) 

guarantee over 80% human agreement with 

almost 80% test coverage while GPT-4-turbo 

achieves < 80% human agreement. 
https://arxiv.org/abs/2407.18370

Guarantee of human agreement while 

employing substantially cheaper FMs

Simulated annotators
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Data quality over quantity

• Key ideas:

• Self-Guided Data Selection: Generate a large number of 

clusters and select a few data points from each cluster 

to train a model. Evaluate the performance of the trained 

model by the IFD metric. Select the data points with 

larger IFD scores (i.e., cherry data) to retrain the model. 

• Instruction-Following Difficulty (IFD): A metric measures 

how much help an instruction provides to the model’s 

response generation. A lower IFD score indicates the 

given instruction is easily for the FM without further 

training.

• The cherry model trained by only 10% of the 

original data outperforms the model trained by the 

full data. The cherry model performs 

https://arxiv.org/pdf/2308.12032 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024
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Evolution of eval criteria 

• Users need to externalize and define 

evaluation criteria since criteria are 

dependent upon FM outputs (and not 

independent from them).

• A criteria drift phenomenon occurs, in 

which criteria change as users grade 

more FM outputs (both definitions of 

existing criteria, and changes to the 

overall set of criteria).

• A criteria drift include model drift, 

prompt edits, or upstream changes in 

a chain.

https://arxiv.org/pdf/2404.12272 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



• A drop in GPT-4’s amenity to follow CoT

prompting. GPT-4 (March 2023) was 

reasonable at identifying prime vs. 

composite numbers (84% accuracy) but 

GPT-4 (June 2023) was poor on these 

same questions (51% accuracy).

• GPT-4 became less willing to answer 

sensitive questions and opinion survey 

questions in June than in March. 

• GPT-4 performed better at multi-hop 

questions in June than in March.

Evolution of FMs

https://arxiv.org/pdf/2307.09009 Lin et al., AIware Leadership Bootcamp, Toronto, Canada, 2024



Evolution of other components in 
AIware

• Prompts

• Tools

• Data

• New techniques
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How to evaluate your AIware?
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